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2 Abstract

This project will attempt to create a learning program that teaches itself how
to play checkers using a neural network. Learning will be done by having the
program play checkers numerous times and then evolve based on the outcomes
of each game played.
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3 Introduction

Machine learning is not a new concept in computer science. Arthur L. Samuels
Some Studies in Machine Learning Using the Game of Checkers was originally
published in July 1959.

Machine learning is about computer algorithms that allow a computer to
learn and is a related to a branch of statistics called computational learning
theory. Neural Networks are but one type of Machine Learning methods that
use input nodes that are connected to a hidden layer via different weights which
are in turn connected to an output layer via more weights.

Checkers is a good game to train as it provides complete information. Which
means that the complete status of any game is known to the players at all times
throughout the game.
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4 Proposal

This project will attempt to create a learning program for the game of checkers
using a neural network to autonomously learn to play checkers from scratch. In
other words, the program will teach itself how to play checkers.

The main focus of this project will be training of a neural network by hav-
ing the program play the game of checkers a multitude of times. By having
the program play against itself the goal is that this program will learn from a
predetermined set of rules how to play. Consideration will have to be made in
order to make sure that the neural net for this program is not over trained.

5 Project Plan

This project will have four main parts that will take place throughout the year
of 2017 with each part of the project taking place in each quarter of the year.

The first part of the project which is the analysis of the project is the re-
search into what the project will require and the analysis of said requirements
from the stand point of the user and software. Researching past works related
to the project as well as technologies and software related to the project will
assist in guiding the projects development.

The second part of the project is the projects design and development. This
entails the creation of a User Interface Specification and prototype. From this
an Object Orientated Analysis and then an Object Orientated Design can be
done. This will take a closer look at the setup of the neural network and other
related software.

The third part of the project is the projects implementation where the de-
sign previously done will be used to create the projects learning program. The
implementation will need full documentation.

The final part of the project will be the projects testing, evaluation and
presentation. Here the created program will be tested to determine whether it
works according to expectations and refined if needed.
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6 User Requirements

The program shouldnt require much from the user. The user simply needs to
determine whether or not the program has developed in its playing abilities.

The program will need to play checkers in some way and learn the best moves
to make in order to win.

How the neural net will work, its layout and application will need to be well
thought out. The interface be it graphical or otherwise will need to be thought.

The program simply needs to show that it has learned how to play checkers
without outside help from a user. Playing against the program should be pos-
sible and could be done further but is not the goal.

7 Requirements Analysis

There are previous works done on autonomous game playing systems that in-
volve various games, checkers included. One such work, which was mentioned
in the introduction, is Arthur L. Samuels implementation.

Another implementation was done by Nelis Franken and Andries P. Engel-
brecht. Particle Swarm Optimisation was used in the implementation of their
game playing program.

Thus one implementation of the checkers game learning/playing program
may be done using the neural net in conjunction with gradient decent in its
back propagation and the second using the particle swarm optimisation tech-
nique in its back propagation.

All possible moves need to be analysed and the system should determine
which move is the best one to make in order to win. The program will need a
look ahead to determine possible moves.

Testing of the program should be as simple as seeing whether or not the
program follows the rules set out for the game of checkers and if it has learned
to play the game properly and the a decent level of competency.
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8 Interface

This program will be interacted with in two different ways. The first is when
the training of the neural network is taking place. The second is that of the
checkers game.

8.1 Interface for training

There will not be a graphical user interface for the training portion. The inter-
action that takes place during the training will not be accessed by a user and
will only have output to show what is happening during the training process.
This output will be visible from within an integrated development environment
(IDE) such as PyCharm.

Figure 1: Example of output for checkers games played.

8.2 Interface for the game

The game of checkers that a user can play, will have a graphical user interface.
It will have a simple start button and quit button on the first screen.

Figure 2: Simple Checkers Game GUI.
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Once the start button is pressed, a game of checkers will begin where the
user will play against the trained neural network. The quit button will end the
program.

The game board will be shown and the user can click on a piece to move
and then on the tile the player wishes to move said piece to. If the move is valid
then the piece will move otherwise an error message will be shown telling the
user that it is an invalid move.

Figure 3: Example of Checkers Game Board GUI.

When it is the programs turn to play, the board will be evaluated by the
neural network and its selected move will be made. The player may exit the
game at any time.
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9 High Level Design

This high level design will attempt to give an explanation of the components
that will make up this project. A brief explanation of each component will be
given and how these components will interact.

Figure 4: Interaction of Components.

9.1 Interface

The interface will be the playable game that a user will interact with. This
Interface will interact with the checkers game which controls the game being
played and the rules for checkers.

9.2 Player

The Player here refers to any user which will play the game of checkers. The
player interacts with the interface which in turn interacts with the checkers
game. The player will indicate to the interface what the player wants to do
and the interface will interact with Checkers to determine whether whatever
the player wants to do is valid for the game.

9.3 Checkers

Checkers refers to the rules and computations behind the interface for the game
to work. It will be responsible for the rules of the game and for the neural
network that plays against a Player. Checkers will interact with the Neural
Network when any game is being played, during training as well as during
Training. Checkers also interacts with Training.
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Figure 5: Basic Depiction of program playing checkers for Training.

9.4 Training

Training will be done before any user can play a game of checkers. Training
involves playing a game of Checkers where the neural network for each agent
in the training phase determines which moves should be done. Once a number
of games have been played this way a score, or victory score, is calculated from
the number of wins, losses and draws. Plus one for a win, minus two for a loss
and zero for a draw. Training interacts with the PSO to update the weights of
all the agents Neural Networks after each agents score is calculated.

9.5 Neural Network

The Neural Network will work for any board by taking in a thirty two vector
input of all board positions. The Neural Network will then output a score based
on the positions of the board. This score is obtained for each possible move and
the move with the greatest score should be chosen as the best move for that
Neural Network.

9.6 PSO (Particle Swarm Optimization)

The Particle Swarm Optimization will work on all the vectors made up of all
the weights for each agents Neural Network. The victory scores of the agents
will be used to determine the global best. The weights in the vectors will be
updated according to a velocity function that takes into account the global best
and each agents personal best.

11



10 Low Level Design

The low level design will provide more specific details on the components dis-
cussed in the high level design. It will attempt to provide a clear definition of
the algorithms used in the creation of the program.

10.1 The Checkers Game

The core of this project is the neural network which will be trained to play
checkers. However, to do this, one must first have a checkers game to play. The
algorithm with which a game will be played is as such:

10.1.1 Play Checkers Game Algorithm for random moves

1. Run through all current players checkers pieces.

2. If Piece is a normal piece.

(a) Check positions left forward diagonal and right forward diagonal.

(b) If position is open then add to list of possible moves.

(c) If position contains opponents piece.

i. Check positions diagonally behind opponent piece position.

ii. If position contains any piece ignore.

iii. If position is open then check for further jumps until all jumps
have been exhausted, steps 2(a) and 2(c), then add to list of
possible jump moves.

3. If Piece is a King.

(a) Check positions left forward diagonal, right forward diagonal, left
back diagonal and right back diagonal.

(b) If position is open then add to list of possible moves.

(c) If position contains opponents piece.

i. Check positions diagonally behind/in front of opponent piece
position.

ii. If position contains any piece ignore.

iii. If position is open then check for further jumps until all jumps
have been exhausted, steps 3(a) and 3(c), then add to list of
possible jump moves.

4. If there are possibilities to jump and take opponents piece one of these
must be chosen at random.

5. Else choose random move from all possible non jump moves.
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6. If all opponents pieces have been removed from the board. Current player
wins. Stop if game has been completed.

7. Change player. If Player 1 change to Player 2. If Player 2 change to Player
1.

8. Continue above steps until game reaches a conclusion or after 100 moves
resulting in a draw.

10.1.2 Finding Checkers Moves

A list of all possible moves will be created for the 32 possible positions on the
board where pieces can occur. Then a list of the possible moves for a certain
board can be extracted from this list by comparing the positions that are open
and which contain pieces to determine which moves are valid. The algorithm to
create said list of all possible moves is created as such:

Figure 6: Checkers Board with positions 0-31.

List of possible moves:

• P = [0, 1, 2, ..., 31]

• moves = []

• for all n in p

– if (n % 8) >= 0 and (n % 8) < 4 then

∗ right move = n+4

∗ if n % 8 = 0 then left move = no move

∗ else left move = n+3

– if (n \% 8) >= 4 and (n \% 8) < 8 then

∗ left move = n+4

∗ if n % 8 = 7 then right move = no move

∗ else right move = n+5

• append [n, [left move, right move]] to list moves
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10.2 Neural Network

The neural network that will be used as the brain of the checkers playing pro-
gram will first be trained. This training will be done to ensure that the neural
network used will be able to play the game of checkers and play the game to a
decent competency. At minimum the neural network should play better than a
game played against that of randomly chosen moves.

In the training of the neural network, the neural network will be used to
evaluate board positions and then output a score of the board. These scores
will be attributed to each of the available moves and the move with the highest
score should be chosen as the best move that should then be carried out. This
step will continue throughout the entirety of each played game. This part of
the training is referred to as feed forward.

10.2.1 Neural Networks use within a game of checkers

The move that should be played will be obtained by using the neural network
to evaluate all the possible valid moves as such:

• maxScore = Set very large negative number

• movesList = Obtain all possible valid moves

• index = will contain the index of selected move

• For each move in MovesList do:

– boardCopy = create a copy of the games board. The game board
consists of a vector of size 32. Each element in the vector represents
a place on the board, as can be seen in figure 6.

– Perform the current move and update the vector boardCopy

– value = Use boardCopy as input for the neural Network and obtain
output. The output being a scalar value.

– If value is greater than maxScore then

∗ Make maxScore equal to value

∗ Set index to equal the index of the current move

• Return index as the move that should be played
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10.2.2 Details on the Neural Network

Figure 7: Neural Network Example.

The vector of 32 board positions work as the input for our Neural Network.
Then at each node in the hidden layer its activation value is calculated via a
summation function and sigmoidal evaluation function.

The summation function works, given figure 7 above, as such:

Sum = X1W1 + X2W2 + X3W3 + + XnWn,

where X stands for the values of the inputs and W stands for the values of the
weights.

The sigmoidal evaluation function is as such:

f (n) = 1 / 1 + e-n,

where n stands for the value of the node.

10.3 Particle Swarm Optimization (PSO)

In order to improve the neural networks, that will be played against each other
during training, some back propagation needs to be done in order to update the
weights of the neural networks. Updating the weights iteration after iteration
will lead to the neural networks evolving and eventually produce one or more
networks that will be used in the final checkers game.

A PSO algorithm will be used to update the weights of the neural networks.
The PSO will work on all the weights of each neural network in a population of a
certain size. The weights will make up a vector with each vector corresponding
to a particle in the algorithm. Therefore if the swarm is of size n, there will be
n particles representing the weights of each neural network, plus a copy of each
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particle which represent its personal best.

Each particle is updated according to two best values. The first is the best
value that the particle has achieved so far, which is the personal best or pbest.
The second is the best value is that of the best out of all the particles in the
swarm, which is the global best or gbest.

10.3.1 PSO Algorithm

• Initialise particles from weights of neural networks

• For each particle

– Calculate the fitness value

– If the fitness value is better than the best fitness value, pbest, then
set the current value as the new pbest.

• Choose the particle with the best pbest and set it as the gbest

• For each particle

– Calculate the particle velocity

– Update the particles position

• Repeat above steps for certain number of iterations or until minimum
error criteria is met.

10.3.2 Particle velocity function

V = V + ( C1 * rand(0,1) * ( pbest - present ))

+ ( C2 * rand(0,1) * ( gbest - present )),

where c1 and c2 are learning factors, rand(0,1) is a random value between zero
and one and present is the particle as it currently is.

10.3.3 Function for particles position

Present = Present + particle velocity.

10.3.4 Fitness value

The fitness value is calculated for each particle, which is a vector of each neural
networks weights. The fitness value is calculated after each neural network has
played a number of games against other randomly selected neural networks.
After each game the fitness value is updated by +1 for a win, -2 for a loss and
0 for a draw.
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