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Introduction

● Description:
○ Text classification problem

○ Attempts to classify the emotion or sentiment conveyed by text

● Aim:
○ Leverage social media data to gain insights previously unachievable

○ Mental illness detection[1], movie review sentiment detection[2]

○ Companies gauge how their products or services are received by 

consumers

➔ Introduction

➔ Architecture

➔ Pre-processing

➔ Project plan

➔ References



Architecture➔ Introduction

➔ Architecture

➔ Pre-processing

➔ Project plan

➔ References



Pre-processing

● Data set :
○ Stanford Twitter corpus[3]

○ the polarity of the tweet (e.g. 0 = negative, 2 = neutral, 4 = positive)

○  the id of the tweet (e.g. 2087)

○  the user that tweeted (e.g. robotickilldozr)

○ the text of the tweet (e.g. Lyx is cool)
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Pre-processing

● Tokenization:
○ Text: After sleeping for four hours, he decided to sleep for another four

○ Result: { 'After',  'sleeping',  'for',  'four',  'hours',  'he',  'decided',  'to',  'sleep',  

'for', 'another',  'four' }

● Stopword removal:
○ Text: This is a story of the cow that jumped off a building to disprove 

gravity.

○ Result: ['This', 'story, 'cow' , 'jumped', 'building', 'disprove', 'gravity', ]
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Pre-processing

● Stemming, etc.
○ Text: Leading  begins with following.

○ Result: Lead begin with follow.

● Spelling correction:

○ Text: 'amaaziing', 'caar', 'mussage', 'hte'

○ Result: 'amazing', 'car', 'message', 'the' 

● End goal is to have a feature vector that has a meaningful 

contribution to the prediction
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● Term 2:
○ Research relevant techniques

○ Pre-process text

○ Pre-processing  demonstration

● Term 3:
○ Prototype development

○ Training and optimization of models

● Term 4:
○ Testing and evaluation

○ Integrate model with UI
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Thank you.

Any Questions?


